
Ivan Lazarevich
# ivan@lazarevi.ch
ð ivan-lazarevich

§ lzrvch

Experienced deep learning research and development engineer. Skilled in deep learning, classical machine
learning and Python. Looking for an applied deep learning researcher / deep learning engineer position.

Skills and expertise

Python, Linux, git, CI/CD (Jenkins, Travis CI). Frameworks: PyTorch, TensorFlow, numerical
computing / data science libraries (numpy, scipy, sklearn, pandas, jupyter).

Experience

2021– Lead Deep Learning Engineer, Deeplite
○ Hardware-aware neural architecture search for deployment on resource-constrained edge devices.
○ Development of state-of-the-art efficient object detection models for edge hardware and microcontrollers.
○ Ultra-low bitwidth quantization of neural networks.

2019–2021 Senior Deep Learning R&D Engineer, Intel Corporation
○ Development of state-of-the-art neural net compression algorithms from prototype to productization

(with focus on quantization and pruning methods).
○ Core developer of Intel OpenVINO network optimization tool for efficient low-bitwidth post-training

quantization and pruning of neural nets (link).
○ Developer of Neural Network Compression Framework in PyTorch/TensorFlow (github link).

2017–2019 Software Engineer, Intel Corporation
○ R&D in optimization of parametric models for molecular dynamics (MD) simulations
○ Usage of machine learning/deep learning approaches to drive MD modeling

2015–2017 Software Engineering Intern, Intel Corporation
○ Research and development of atomistic simulation tools (molecular dynamics) for industrial process

modeling
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Education

2017–2021 Doctorate, École normale supérieure, Paris, France
Researching machine learning approaches for the diagnosis of early-stage neurodegenerative diseases.
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